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PROFESSIONAL SUMMARY

With a Ph.D. in Computer Science, my research focuses on pattern recognition, medical image, signal processing, and
time-series analysis. I have developed advanced deep learning and machine learning algorithms for emergency care
medicine, which improve real-time medical decision-making. My work bridges the gap between cutting-edge AI
technology and practical healthcare applications, aiming to enhance patient outcomes and advance AI-driven
healthcare solutions.

EDUCATION

• Chonnam National University 2021 - 2025
Doctor of Philosophy in Engineering Gwangju, South Korea
◦ Department of Artificial Intelligence Convergence

• Hanoi University of Science and Technology 2019 - 2021
Master in Computer Science Hanoi, Vietnam
◦ Department of Multimedia, Information, Communication & Applications (MICA)

• Hue University of Sciences 2014 - 2018
Bachelor in Information Technology Hue, Vietnam
◦ Department of Information Technology

PROFESSIONAL EXPERIENCE

• VNPT Data Corporation 08/2017 - 02/2018
IT intern
◦ Researching radius access control and managing local wifi network with Freeradius and Daloradius.

• Hanoi University of Science and Technology 09/2019 – 08/2021
Master student - Main topic: Computer Vision
◦ Developed adaptive late fusion schemes for person re-identification (ReID). Integrated handcrafted and

deep-learned features for multi-shot ReID.

• Chonnam National University 03/2021 – 08/2022
Researcher - Main topic: Time-series Analysis [§]
◦ Preprocessing of clinical data provided by Chonnam National University Hospitals. Applying the sliding window

principle to solve the problem of early prediction of future deterioration of patient condition. Proposed Temporal
Variational Autoencoder, which optimizes the extracted features through multitask learning to improve the
prediction performance.

◦ Developed a real-time prediction model to reduce late alarms in ICU settings. Focus on optimization and
explainable AI (XAI) techniques. Applying principles of axiomatic attribution, contrastive learning, and
gradient-based extraction for deep networks.

• Springer Nature - Peer review works 09/2022 – present
Reviewer
◦ Scientific Reports, Journal of Healthcare Informatics Research, International Journal of Emergency Medicine,

Journal of Medical Systems, BMC Medicine, BMC Medical Informatics and Decision Making.

• National Economics University 04/2025 – Present
Lecture - Faculty of Data Science and Artificial Intelligence, College of Technology

SKILLS

◦ Programming Languages: Python, R, C, C++, MATLAB, LATEX
◦ Technologies: Deep learning frameworks (PyTorch, Keras), Clinical data processing (time-series analysis, feature

extraction), Federated learning, Explainable AI, LLM Frameworks.
◦ Web and Database Systems: HTML 5, PHP, SQL, MySQL
◦ Research & Analysis: AI & Machine Learning Research, Data Processing, Error Analysis, Model Validation,

Scientific Writing, Problem Solving.
◦ Language: English (IELTS: 5.5)
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HONORS AND AWARDS
◦

Aquaculture Artificial Intelligence Model 2021 Contest (Gold prize). 2021
Ministry of Science and ICT and the Artificial Intelligence Information Society Promotion Agency [�]

◦

The 3rd Korean Emotion Recognition Challenge (Silver prize). 2021
Kaggle - Chonnam National University [�]

◦

CIBMTR - Equity in post-HCT Survival Predictions (Bronze prize). 2025
Kaggle - CIBMTR [�]
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